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A land- and sea-breeze (LSB) circulation under a calm stably stratified environment
was simulated in the laboratory using a temperature-controlled water tank. The
floor of the tank was divided into two sections representing land and sea. Two heat
exchangers, each of them connected to a thermostat, simulated the diurnal thermal
cycle typically experienced by the surface in coastal zones. A third heat exchanger
positioned at the top of the tank provided a stable thermal stratification. Particle-
tracking velocimetry was applied to evaluate the two-dimensional velocity field in
the vertical centreline section of the tank orthogonal to the coastline, while a rack
of thermocouples measured the vertical temperature profile near the coastline and
further inland. It is shown that the overall flow consists of a closed circulation caused
by the periodic change of the horizontal temperature difference between land and sea
surfaces. Furthermore, the formations of cellular convection during the first phase of
warming of the land-side as well as the genesis of the sea-breeze front were detected
and analysed. Application of the proper orthogonal decomposition (POD) technique
allowed the vortical large-scale structures in the flow to be determined. The results
suggest that the energy contained in the first POD eigenmodes rapidly converged
with the first mode, associated with the overall LSB circulation, being dominant with
73% of the energy. The other less energetic modes were mainly associated with the
cellular convection.

1. Introduction
Land- and sea-breeze (LSB) circulations are complex phenomena which affect the

local meteorology of the atmosphere in proximity to the shoreline (see Simpson 1994
for a comprehensive review). These winds, caused by the different responses of land
and water surfaces to the solar radiation on clear days, belong to the well-known class
of flows called ‘thermal circulation’, and have typical horizontal scales of the order of
100 km or more. In fact, because of the large heat capacity and intense mixing of
the ocean, the water surface maintains a nearly constant temperature during the
diurnal cycle. On the other hand, the earth’s surface warms and cools very rapidly,
giving rise to a land–water temperature difference. Therefore, heating during the day
makes the air above the land lighter with respect to the air above the water, and a
horizontal pressure gradient forms, triggering a wind directed landward (sea-breeze)
at low levels. An offshore wind (known as return or compensating flow) forms at the
upper levels. At night, radiative cooling causes the land temperature to drop below
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that of the water, and the horizontal pressure gradient is inverted with respect to that
observed in the daytime: the wind is directed offshore at low levels (land-breeze) and
landward at high levels (return flow). In the absence of synoptic winds which can
either strengthen or inhibit thermal circulations, sea-breeze currents are characterized
by sustained wind speeds, usually 3–5 m s−1, and by depth of the order of 300 m.
Return flows typically show velocity and depth of the order of 1–2 m s−1 and 500–
2000 m, respectively (Simpson 1994). LSBs are clear examples of gravity currents, that
is, flow of heavy fluid under a lighter one. Field observations have shown that the
head of these currents is generally of frontal type, accompanied by a steep variation
in air temperature, humidity and wind direction (Chiba 1993; Helmis et al. 1987).
The front is characterized by strong updrafts at the head and intense mixing with the
surrounding fluid.

Evidence for LSB circulation is found all over the world. LSB circulation
characterizes the climate of coastal regions and affects maritime activities in proximity
to the shoreline. The action of LSBs can also influence the transport of pollens
(Raynor, Hayes & Odgen 1974) and strongly affects the dispersion of atmospheric
pollutants and their concentration at ground level (Simpson 1994). It is of note that
if the coastal zone is characterized by complex topography (i.e. hills and mountains),
other thermally induced winds such as mountain and valley breezes can strongly
modify the characteristics of the LSB regimes.

A number of field campaigns and both analytical and numerical models developed
in previous decades have clarified some of the major characteristics of the LSB
regimes. Most of the surface-layer measurements have been carried out using classic
sensors such as anemometers and thermometers, while remote sensors such as SODAR
and LIDAR have allowed us to observe LSB circulations along a vertical profile up
to heights of the order of 1 km (see Simpson 1994 and references therein). However,
although field experiments represent the ‘truth’ by definition, they are very expensive
and the results are generally limited to the particular case study.

The intrinsic limitations of full-scale experiments have induced many workers to
find general analytical solutions for LSB regimes for idealized cases. The majority of
the analytical models proposed in the past are based on the linear theory developed
by Walsh (1974), in which the nonlinear term of the momentum equation is linearized
about a basic current (i.e. geostrophic wind) perpendicular to the coastline (assumed
as a straight line). Although the linear theory has proved to be a powerful tool
in understanding important aspects of LSBs, it does not include many parameters
which play important roles in the phenomena (i.e. diurnal variation of the land
temperature, momentum and eddy diffusivities, prevailing winds, Coriolis parameter
and atmospheric stability) as well as topographic effects. One of the consequences is
that LSB circulation predicted by the linear theory is symmetric and frontogenesis
cannot be modelled.

The acceleration of computational performance explains the recent massive
employment of numerical meso-β scale (20–200 km) models for solving LSB flows.
The majority of them are based on the k–ε closure assumption. It should be noted
that numerical models have limitations (initial and boundary conditions, computer
resources, grid resolution) and drawbacks. For example, parameterization of small-
scale stratified turbulence remains a serious challenge (Pardyjak, Monti & Fernando
2002).

Laboratory simulations of LSBs have been conducted in water tanks in which a fluid
flow results from the differential heating of the floor. The pioneers of this approach
have been Kobayasi, Sasaki & Osanay (1937), who visualized both the streamlines
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and the inland sea-breeze front intrusion making use of fine aluminium powder as
a tracer. Mitsumoto, Ueda & Ozoe (1983) improved on the previous experiment by
employing a laser-Doppler system and a set of thermocouples to measure velocity and
temperature, respectively. Experiments relevant to the dynamics of LSBs currents and
frontogenesis were carried out by Linden & Simpson (1986) and Simpson & Linden
(1989), among others.

Cenedese, Miozzi & Monti (2000) (hereinafter referred to as CMM) presented
the preliminary results of a laboratory experiment performed to simulate LSB flows
occurring in coastal zones during calm stably stratified conditions. The experimental
apparatus used in CMM is shown in figure 1 (see next section for details). CMM
found that a closed circulation (sea-breeze vortex) due to the horizontal temperature
difference between land and sea was the main feature of the LSB, and that other
structures formed and disappeared during the thermal cycle. In particular, they
identified a phase of cellular convection over the land side during the first phase
of warming (corresponding to the early morning hours in the atmosphere) followed
by the landward intrusion of the sea-breeze current (as shown in the simple model
of sea-breeze current in figure 2) and, finally, the establishment of the land-breeze
resulting from the cooling of the land surface. An interfacial layer (also known
as the ‘zero-velocity layer’) separated both the land- and sea-breeze currents from
the elevated compensating flow. CMM observed that the foremost part, or nose, of
the sea-breeze current was initially of a frontal type, characterized by large vertical
velocity and strong mixing with the surrounding fluid. Owing to the convective activity
associated to the inland well-mixed layer, the front progressively reduced its strength
and then disappeared, in agreement with Linden & Simpson’s (1986) experimental
results. CMM also found that within the interfacial layer between the breeze and
the return current, vortex-like structures existed, in particular after the passage of
the sea-breeze front. A dynamic stability analysis of the flow, carried out calculating
a suitable time-averaged gradient Richardson number Rig = N 2/(dU/dz) along a

vertical profile, showed that Rig within the interfacial layer was frequently below
the critical value Rigc = 0.25. Here, N = (gαΓ )1/2 is the buoyancy (or Brunt–Väisälä)
frequency, g the acceleration due to gravity, α the thermal expansion coefficient,
Γ = ∂Ta/∂z the ambient lapse rate, U the streamwise velocity and z the vertical
coordinate. Consequently, in agreement with the linear stability theory developed
by Miles (1961) and Howard (1961), the vortical structures could be identified as
Kelvin–Helmholtz billows, the primary mechanism for the vertical mixing between
the sea-breeze flow and the compensating current as well as the observed deepening of
the interfacial layer. The breakup of Kelvin–Helmholtz billows also generated wave
perturbations in the wake of the front.

The presence of this variety of large structures which appear in the diurnal cycle
(i.e. breeze vortex, cellular convection, sea-breeze front and Kelvin–Helmholtz billows)
makes the application of proper orthogonal decomposition (POD) in analysing the
laboratory LSB data very attractive, in that it permits the objective identification
of large ‘coherent structures’ in the flow. Furthermore, transport and mixing of
momentum and scalars are strongly dependent on the location and characteristics of
these structures. In spite of this, a comprehensive discussion on this topic has not
been yet made.

The POD analysis we will refer to in this work is based on the papers of Lumley
(1967, 1981) and other subsequent works (see Berkooz, Holmes & Lumley 1993,
hereinafter referred to as BHL, for a review of the POD technique; Holmes, Lumley &
Berkooz 1996). It is generally recognized that the great advantage of using POD in
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Figure 1. The experimental set-up: A, polystyrene sheet; B, heat exchanger (upper surface);
C, thermostat (upper surface); D, framed area; E, thermocouple array; F, coastline; G, PC
(thermocouples controller); H, heat exchanger (sea side); I, optics (mirrors, lens); J, heat
exchanger (land side); K, thermostat (land side); L, video camera; M, thermocryostat (land
side); N, PC (land temperature controller); O, laser.

turbulent flow analysis is its ability to recognise spatial and temporal coherent
structures characterizing the flow field. The fundamental feature of POD is that it
allows us to find an orthogonal set of vectorial deterministic spatial functions (i.e.
eigenmodes) that represents the best approximation of the original set of the velocity
field. The set of eigenmodes is the best in an energetic sense in that, among all the
possible decompositions, it is the most efficient, i.e. the projection on the subspace
will contain the most kinetic energy possible in an average sense. It should be noted
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Figure 2. Diagram of the sea-breeze current. All measurements in mm.

that, in some cases, low-energy events could drive flow dynamics, especially if the
system is near an instability. Moreover, as noted by Lumley (1981), POD modes are
not always related to the underlying coherent structures.

Fisher et al. (1996) and Miozzi & Querzoli (1996) showed that experimental
approaches such as particle image velocimetry (PIV) and particle tracking velocimetry
(PTV) are particularly well suited to providing the set of instantaneous velocity fields
required by POD. In fact, both methods give time varying Eulerian flow patterns
on a regular grid. Consequently, the evaluation of the principal basis for each grid
node as well as the time behaviour of the eigenvalues is possible. It should be noted
that thermally-induced turbulent flows are characterized by infinite-dimensional phase
space but, owing to their dissipative characteristics, such flows can be bounded into
relatively low dimensional attractors (see, for example, Sirovich 1987).

From a theoretical point of view, POD theory asserts that the kinetic energy of the
flow is spread over an infinite number of orthonormal eigenmodes. Therefore, in order
to express the original instantaneous vector field, the whole set of eigenmodes should
be employed. Nevertheless, a number of applications of POD have demonstrated that
most of the kinetic energy is retained in the first 3–4 modes, for certain flows. For
example, the analysis conducted by Glauser & George (1989) for a high-Reynolds
number axisymmetric jet shear layer showed that the first three eigenmodes contained
nearly 80% of the total kinetic energy of the flow. Similar results were found by
Delville et al. (1999) in their investigation of coherent structures in a planar mixing
layer and by Miozzi & Querzoli (1996) in a quasi two-dimensional convective flow.
From a general point of view, this means that it is possible to recover the instantaneous
shape of the flow structures making use of a low number of POD modes.
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Figure 3. Thermal cycle expressed in terms of temperature differences between land and sea
side (dashed and solid lines refer to the imposed and the actual TL experienced by the land
side, respectively). Lettered points correspond to the times referred to in the text: A, t ′ = 0.091;
B, 0.159; C, 0.227; D, 0.295; E, 0.364; F, 0.492; G, 0.659; H, t ′ = 0.864.

The aim of this study is two-fold: first, to simulate in the laboratory the LSB
regimes under a calm stably stratified environment, and secondly to investigate the
characteristics of the large-scale structures in the flow by using the POD technique.
Section 2.1 deals with the acquisition of the experimental data carried out by using the
same facility and techniques as used by CMM, and basic elements of POD theory are
given in § 2.2. Section 3.1 describes the data analysis in terms of average temperature
and velocity fields taken during the various phases of the LSB regime. Section 3.2.1
describes the extraction and analysis of the POD eigenmodes obtained starting from
the ‘original’ set of mean velocity fields calculated in § 3.1. Finally, § 3.2.2 outlines the
velocity field recovery procedure used to obtain an objective measure of the weight
that each mode has on the flow field. Summary and final discussion are given in § 4.

2. Procedure
2.1. Experimental set-up

The experiments were carried out in a rectangular tank (figures 1 and 2) filled with
water with length L = 1800 mm, height H = 200 mm and a width of 600 mm (along the
x-, z- and y-axis, respectively), open at the top and with an aluminium horizontal
surface at the bottom. In order to allow for the visual observation of the flow,
the lateral sides of the tank were made up of 10 mm thick transparent glass. The
bottom was divided into two sections: land and sea sides. The latter was kept
at a constant temperature TS = 26 ◦C throughout the experiment by means of a
heat exchanger, connected to a thermostat, consisting of counter-flow channels. To
simulate the diurnal changes of the land side temperature, TL, a thermocryostat
with microprocessor controller supplied a second heat exchanger. In doing so, TL

could vary sinusoidally around TS (dashed line in figure 3). The time period and
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amplitude of the thermal cycle were set to tC = 2640 s and TC = 1.5 ◦C, respectively.
The non-dimensional quantity t ′ = t/tC bounded in the range 0 � t ′ � 1 was used as a
non-dimensional time variable. Notice that owing to the thermal inertia of the system
‘thermocryostat-pipes-heat exchanger’ the actual thermal cycle of the land side (solid
line in figure 3) undergoes a non-dimensional time delay of the order of 0.1 with
respect to that imposed by the thermocryostat. The separation region between the
land and sea side represented the coastline (hereinafter referred to as CL; the sea side
and the land side are on the left-hand and right-hand sides of the CL, respectively). In
order to restrict the vertical extension of the flow from the entire depth of the tank, the
fluid was linearly stably stratified keeping the temperature of the free surface at the
constant value TU = 38 ◦C by using a third heat exchanger. Given the 120 mm depth of
the water (see figure 2), the imposed vertical gradient of the ambient temperature was
∂Ta/∂z = 0.1 ◦Cmm−1. The corresponding Brunt–Väisälä frequency was N ∼= 0.5 s−1.
A polystyrene sheet was placed over the top of the tank to reduce heat losses. The
temperature of the sidewalls was not controlled, but it can be reasonably considered
constant throughout the experiment. In order to obtain periodical conditions, several
temperature cycles were imposed before the beginning of the measurements.

The PTV technique was applied to evaluate the velocity field in the centre of the
tank along the (x, z)-plane orthogonal to the CL (see figure 1). A thin laser light
sheet from a 3W argon laser beam passing through an optical device illuminated
the measurement plane. The water was seeded with pine pollen particles ( ∼ 80 µm in
diameter) which were assumed to be passively transported by the flow. A set of images
was taken in a rectangular region in the proximity of the CL by means of a CCD
video camera at 25 Hz. One out of every eight frames was automatically retrieved
by using an animation controller, lowering the resulting sampling rate to 3.12Hz.
The framed area was 270 mm long (x-axis) and 120 mm high (z-axis). Hereinafter,
we will refer to the left-hand bottom corner of the framed area as the origin of the
x-axis. In doing so, the abscissa of the CL is at xCL =30 mm. After the experiment,
each frame was digitized by a frame grabber with 752 × 576 pixel resolution and 256
grey levels. Particles were recognized on each digitized frame and the locations of
the particles’ centroids were computed and stored (about 3000 particles per frame
were recorded on the investigated area). From the trajectories evaluated at each time
instant from the positions of the centroids, the instantaneous Lagrangian velocity field
was obtained by using two sequential (in time) frames and differencing. A (spatial)
Gaussian interpolation algorithm was applied to the velocity samples in order to
obtain a two-dimensional Eulerian description of the motion at a rate of 3.12Hz on
a 40 × 30 regular grid along the x- and z-axis.

Temperatures were acquired by means of ten T-type (copper–constantan)
thermocouples placed on a vertical rake at a sampling rate of 1 Hz. In order to
avoid, as far as possible, disturbances in the velocity field and light reflections, the
temperature probes were positioned approximately 1mm behind the measurement
plane, equally spaced every 4 mm in the vertical from 0 to 36 mm. Several mean
temperature profiles were carried out at CL (x = xCL =30 mm) and further inland
(x = xIN = 120 mm). Given a depth of flow of ∼50 mm (cf. § 3.1), the aspect ratio
(height to width) of the test fluid region was ∼1/12, sufficiently small to keep the
flow two-dimensional. In fact, the results were shown to be insensitive to the location
of the measurement plane if it was kept within a certain spatial range centred on
y = 0. This is corroborated by the experiments conducted in similar conditions by
Mitsumoto et al. (1983). It should also be mentioned that a consequence of the heat
input to the water is that the heating and the induced circulation gradually eroded the



8 A. Cenedese and P. Monti

imposed thermal stratification. However, according to our measurements, the stirring
of the vertical thermal gradient above z = 20 mm was nearly negligible and the height
of the induced circulation did not change appreciably from cycle to cycle. This can
be explained by considering that the heat input was not continuous in time, but
alternated with cooling.

2.2. Calculation of the POD modes

In this subsection, the basis of the POD technique in the context of vector fields will
be briefly reviewed. An extended discussion on POD theory can be found in BHL.

Starting from an ensemble of realizations of the vector field u(x, t), the problem is
to find the deterministic function that is the most similar to the elements of u(x, t)
on average, where x is the position vector. In the remainder of this paper, it will be
assumed that the ensemble u(x, t) is square-integrable on a suitable finite domain S.
The performance of an approximation of u(x, t) can be expressed as:

〈(u(x, t), ψ(x))2〉/(ψ(x), ψ(x)), (2.1)

where higher values mean better performance. In (2.1), the angle bracket, indicate
the time average, (·,·) the inner product between two suitable vector fields:
( f (x), g(x)) =

∫
S

f (x) · b(x) · dx and Ψ (x) defined in the next paragraph.
Equation (2.1) represents a classical problem in the framework of calculus of

variations in that we are looking for a set of time-independent vector fields {Ψk(x)} ≡
Ψ (x) such that its normalized inner product with u(x, t) is a maximum, i.e. the
projection process maximizes the energy contained in Ψ (x) (note that k assumes the
meaning of a member of the sequence and not of a vector component). In other
words, the set Ψ (x) is the most nearly parallel to u(x, t) in an average sense and it is
usually referred to as the set of coherent structures or modes. It can be shown that
the problem of maximizing (2.1) corresponds to solving:∫

S

R(x, x ′) · Ψ (x ′) · dx ′ = λΨ (x), (2.2)

where Ψ (x) is a set of eigenvectors, {λk} ≡ λ is a set of eigenvalues and Rij(x, x′) =
〈ui(x, t)uj (x ′, t)〉 the two-point auto-correlation function.

Owing to the symmetry and the non-negative definitiness of the matrix R, the
spectral theorem assures both that the set of the eigenvalues is strictly positive and
that the eigenvectors are mutually orthogonal. It can be shown (BHL) that each
member of the ensemble of the vector fields u(x, t) can be reconstructed via the
so-called modal decompositions in the eigenmodes:

u(x, t) =
∑

k

ξk(t)ψk(x), (2.3)

where the modal coefficients ξk(t) are uncorrelated:

〈ξi(t)ξ
∗
j (t)〉 = δijλi . (2.4)

Here, the asterisk indicates the complex conjugation and δij is the Kronecker delta.
In this context, the set Ψ (x) assumes the meaning of an empirical basis. It can be
shown that the kth eigenvalue represents the average kinetic energy per unit mass in
the kth mode and the time spent by the system along the kth eigenvector. Accordingly,
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Figure 4. Mean temperature profiles measured at various times in the thermal cycle (cf.
figure 3) at x = xIN when (a) Ts <TL and (b) TS > TL.

the energy of the flow can be defined as:

E(t) =

∫
S

[u(x ′, t)]2 · dx ′ =
∑

k

ξk (t)
2. (2.5)

In the analysis proposed in this paper, the procedure will be broken into three
steps:

(i) evaluation of the two-point correlation matrix Rij(x, x′) = 〈ui(x, t)uj (x ′, t)〉
performed in time on the ensemble of the original vector fields u(x, t);

(ii) solving the integral equation (2.2) to extract the set of eigenvalues {λk} and
the set of eigenvectors {Ψk(x)};

(iii) evaluation of the instantaneous modal coefficients ξk(t) = ψk(x) · u(x, t)
determined by the projection of u(x, t) on the solution {Ψk(x)} of equation (2.2).

3. Results
3.1. The temperature and velocity fields

In this section, mean temperature vertical profiles and mean velocity patterns
calculated during the principal phases of the phenomenon, that is, cellular convection,
sea-breeze front genesis and its inland penetration, and both sea- and land-breeze
regimes, will be discussed. Since the processes of interest are mainly related to large-
scale structures (which have time scales of the order of minutes or more; CMM),
an averaging time interval of 
t = 10 s (corresponding to ∼5 min in the real case)
was selected. This yields 264 mean velocity and temperature fields in the thermal
cycle. Averaging time intervals ranging from 20 to 50 s gave very similar statistics
(not shown) suggesting that, because of the slowness of the phenomenon, during the
chosen 
t =10 s, the mean flow can be considered in a quasi steady-state.

Figure 4 shows the mean temperature profiles measured at xIN in the vertical
range 0 <z < 36 mm for various points in time in the thermal cycle. The instant t ′ =0
corresponds to the beginning of the thermal cycle, i.e. when TL overcomes TS , while
the initial profile indicates the ambient stratification Ta imposed before the start of
the cycle (figure 2). Examples of velocity fields taken in the vertical at the centre of
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the tank are depicted in figure 5 (the sea side is on the left-hand side of the CL and
the land side is located on the right). Horizontal and vertical velocity profiles carried
out at x = xCL and x = xIN are shown in figure 6(a–d) (upward vertical velocity W and
landward (along the x-axis) velocity U are positive). Figure 5(a) shows the velocity
field during the end of the land-breeze phase (t ′ = 0.091). The flow was seaward (from
right to left) in the layer 0 < z < 10 mm and landward (from left to right) at the upper
levels (z > 20 mm). A clearly defined interfacial region separated the two layers (zero-
velocity layer). At the same time, within 0 <z < 4 mm, the fluid temperature rapidly
increased as z → 0 (figure 4a), as a result of the heating coming from the bottom.
Notice the presence of the land breeze, even though the land temperature exceeded
the sea temperature. This situation is typically observed in the real world during early
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Figure 5. Mean velocity vectors measured during sequential phases of the thermal cycle (cf.
figure 3); (a) residual land-breeze (t ′ = 0.091); (b) cellular convection (t ′ = 0.159); (c) sea-breeze
onset and front formation (t ′ = 0.227); (d) sea-breeze intrusion and front strengthening
(t ′ = 0.295); (e) sea-breeze (t ′ = 0.367); (f ) sea-breeze weakening (t ′ = 0.492); (g) transition
between sea- and land-breeze (t ′ = 0.659); (h) land-breeze (t ′ = 0.864).

morning when an offshore wind continues to flow, owing to the inertia, against the
pressure gradient. Signatures of the two layers are also evident from the time history
of U taken at xIN within the land breeze (z = 7 mm), the return flow (z = 22 mm) and
further above (z =57 mm), where the fluid was nearly at rest (figure 7a).

The increasing supply of heat from the bottom surface was the trigger for the
cellular convection clearly visible inland in figure 5(b) (t ′ = 0.159). In particular, the
flow above the land side was characterized by a series of thermal updrafts and large
regions of downdraft. In fact, when a stable and stratified fluid is heated from below,
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instability produces a Bénard-type cellular convection (Koschmieder 1993). As already
evidenced experimentally (Deardorff & Willis 1985; Cenedese & Querzoli 1994) and
numerically (see for example Moeng 1984), these thermal plumes, responsible for
intense vertical mixing, look like thermals present over a land surface experiencing
strong solar radiation. Figure 7(b), where the time histories of U and W measured
at (xIN, z = 7 mm) are shown, illustrates that the convection phase took place at xIN

during the time interval 0.125 < t ′ < 0.225, i.e. when U was nearly zero and W assumed
high positive values. Moreover, given the measured temperature vertical profiles, the
bottom layer is recognized to be superadiabatic, while the overlaying layer showed
the typical characteristics of a well-mixed layer (figure 4a). Also, the contour plot
of the mean turbulent kinetic energy TKE = (u′2 + w′2)/2 calculated at t ′ = 0.159
(figure 8a) suggests that high levels of turbulence accompanied the convective cells.
Here, u′2 and w′2 indicate the mean variance of the horizontal and the vertical velocity
component, respectively.

Figure 5(c) gives an example of the velocity field observed when the sea breeze
intruded inland bringing down the activity of the thermal plumes (t ′ =0.227), in
agreement with the numerical runs performed by Sha, Kawamura & Ueda (1991).
Sha et al. (1991) also noted that, with the exclusion of the surface layer, within the
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velocity components U and W at (xIN, z = 7 mm). (c) as in (b), but within the interfacial
layer (x = 180 mm, z = 19 mm).

sea breeze, the mean temperature profiles were approximately constant with height.
The same behaviour was observed in our experiment (see profiles t ′ =0.227, 0.295 and
0.364 shown in figure 4a). Both the decrement of the boundary-layer height detected
in the wake of the sea-breeze current as compared with that observed during the
phase of cellular convection (figure 5b) and the trend of the temperature profiles lead
to the hypothesis that the boundary layer is in a state of forced convection, i.e. near
neutral stability condition.

Meanwhile, a return flow directed offshore took place above the sea-breeze current,
while in the portion of the land side where the sea-breeze current had not yet
passed, the boundary layer was in a state of free convection. The compensating
flow had been first observed at full-scale by means of pilot balloons (Koschmieder
1936). Also, numerical models have demonstrated the presence of the return flow as
well as the zero-velocity layer (see for example Sha et al. 1991). However, it should
be mentioned that their occurrence in the atmosphere is not always verified. One
possible reason is the presence of synoptic winds that, even if weak, can dramatically
change the structure of the elevated layers. Figure 5(c) also shows that a frontal-type
raised head formed at the leading edge of the sea breeze current (x ∼= 120 mm).
A comparison between figures 6(a) and 6(b) reveals (cf. the lines with full squares)
that the front grew owing to the greater velocity of the current behind the head
with respect to the speed of penetration of the front. Notice that the shape of the
front is similar to that typically observed at the leading edge of gravity currents
(see Simpson 1994). Also, the front height is nearly twice the depth of the following
sea breeze, in good agreement with the numerical simulations performed by Sha
et al. (1991) and with the laboratory experiments reported by Simpson & Britter
(1980). The front is accompanied by a strong vertical velocity (upward velocity peaks
of 0.3 mm s−1 were measured, approximately one-third of the maximum horizontal
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Figure 8. Turbulent kinetic energy (TKE, unitsmm2 s−1) taken during sequential phases of
the thermal cycle (cf. figure 3): (a) cellular convection (t ′ = 0.159); (b) sea-breeze onset and
front formation (t ′ = 0.227); (c) sea-breeze intrusion and front strengthening (t ′ = 0.295);
(d) land-breeze (t ′ = 0.864).

velocity observed when the sea breeze is well established, see figure 6d) and by
high TKE levels (figure 8b), responsible for intense mixing with the surrounding
fluid.

Figures 5(d) and 5(e) show two velocity patterns taken during the period in
which the temperature difference between sea and land (respectively, t ′ = 0.295 and
t ′ = 0.364, cf. figure 4a) reached a maximum. At t ′ = 0.295, the sea-breeze front was
located at x ∼= 260 mm, whereas at t ′ = 0.364, it was outside the framed area. For
both the pictures, the key feature is the formation of billows within the interfacial
layer. In fact, we see the presence of vortex-like structures behind the head of the
current, whose centres were located at x ∼= 100 mm, x ∼= 190 mm and x ∼= 225 mm at
t ′ = 0.295 (figure 5d), and at x ∼= 130 mm and x ∼= 220 mm at t ′ = 0.364 (figure 5e).
The TKE contour plot taken at t ′ = 0.295 (figure 8c) reveals that these structures
were characterized by high turbulent intensity. The combination of temperature and
velocity differences between the two layers leads to the hypothesis that the formation
of the above-mentioned vortex-like structures may be related to Kelvin–Helmholtz
instability. In fact, formation and rolling up of billows within the interface between
layers of different density moving relative to each other have been observed frequently
in the atmosphere as well as in laboratory experiments (Simpson 1994). The hypothesis
that the observed vortex-like structures can be characterized as Kelvin–Helmholtz
billows is strengthened by comparing the present experiment with that performed
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by CMM. They found that during the sea-breeze phase, the value assumed by the
time-averaged gradient Richardson number within the interfacial layer was typically
around 0.25, i.e. the critical value obtained by Miles (1961) and Howard (1961) in
their dynamic stability analysis. Such an occurrence, mainly observed in the wake of
the front where high shear took place, paved the way for the formation of Kelvin–
Helmholtz billows that grew and then broke down, enhancing the intensity of the
turbulent wake behind the sea-breeze current head. Signatures of Kelvin–Helmholtz
billows are evident from the analysis of figure 7(c), where the time history of both the
velocity components taken at (x = 180 mm, z = 19 mm) are depicted. Figures 5(d) and
5(e) show that, for the period of the sea-breeze phase, the point under consideration
was within the interfacial layer and, as figure 7(c) reveals, during the time interval
0.300 < t ′ < 0.430, it experienced the passing of two vortical structures, as evidenced
by the strong oscillations of U and W around zero. These oscillations propagated far
from the interfacial layer and were responsible for the wavy perturbation detected
close to the bottom (cf. the oscillation of W for 0.250 < t ′ < 0.430 shown in figure 7b).
This feature tended to become less important during the weakening phase of the
sea-breeze current (t ′ = 0.492, figure 5f ), where both the billowing and the wave
perturbation were no longer present.

The transition period between sea- and land-breeze is shown in figure 5(g)
(t ′ = 0.659). In the lower region (z < 7 mm), the fluid temperature was smaller than
that of the initial temperature profile at the same height because of the cooling from
the bottom surface (figure 4b). Also, the velocity approached zero within that layer
while, owing to inertia, the sea breeze continued to flow above it. It can be observed
that, in the neighbourhood of the CL, a land-breeze directed offshore was forming.
Then, the land-breeze developed and attained its maximum intensity at approximately
t ′ = 0.864 (figure 5h), in correspondence with the minimum temperature reached by
the bottom surface (figure 4b).

The land-breeze can be recognized as being a typical stably stratified flow in
which turbulence is only occasionally generated. In fact, the shear length scale
LS = σw/(dU/dz) and the buoyancy length scale Lb = σw/N of stratified turbulence
are in the present case LS

∼= 1.5 mm and Lb
∼= 0.15mm, respectively (for typical

values of (dU/dz) = 0.047 s−1, N = 0.75 s−1 and of the root mean square of the

vertical velocity σw =0.07 mm s−1). Since LS/Lb = Rig
1/2 
 1, turbulence is restricted

to scales much smaller than those affected by shear, it is patchy in space and decays
very rapidly. The TKE contour plot shown in figure 8(d) is a clear illustration of this
feature. The spot located at x ∼= 80 mm is related to the vortex-like structure visible
in figure 5(h).

3.2. POD analysis

3.2.1. POD eigenmodes and associated eigenvalues

This subsection deals with the basic features of the POD eigenmodes and associated
eigenvalues obtained by solving (2.2). The two point cross-correlation matrix R
in (2.2) is evaluated by using the ensemble of the M = tC/
t =264 time-averaged
velocity fields calculated at the time instants t ′

i = i
t ′, i = 1, . . . , M, at each of the
NN =40 × 30 = 1200 grid nodes as described in the previous section (here 
t ′ = 
t/tC).
In particular, with 
x = L/40 and 
z = H/30 being the horizontal and the vertical
length of a grid cell, N sets of eigenmodes {Ψk(xl, zh)}h= 1,30

l =1,40 , k = 1, . . . , N , and N

eigenvalues {λk}k = 1,N , will be extracted. Here, xl = (l − 0.5)
x and zh =(h − 0.5)
z

indicate the horizontal and the vertical grid node coordinate, respectively, and



16 A. Cenedese and P. Monti

2.0

1.5

1.0

0.5

0.25 0.50 0.75

2.0

1.0

0

–1.0

–2.0

1.000

t'

E
 (

t i)

T
L

 –
 T

S 
 (ο

C
)

TL,max
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i ) associated

with the modes (solid line). The rate refers to energy retained by the total ensemble of modes
at each time instant t ′

i to that associated to the entire thermal cycle. The dotted line represents
the actual thermal cycle.

N = NN × nc, where nc =2 is the number of velocity components. It should be
mentioned that the coherent structures related to the POD eigenmodes represent
average shapes of the large-scale structures of the flow. In fact, as pointed out by
Gordeyev & Thomas (2000), R gives a measure of the time-averaged large-scale
correlation of the flow.

In order to quantify the energy content of the flow field, it is useful to evaluate the
percentage rate E(t ′

i ) of the kinetic energy retained by the total ensemble of modes
at each time instant t ′

i to that of the flow field of the entire duration of the thermal
cycle. Definition (2.5) gives:

E(t ′
i ) =

N∑
k=1

ξ 2
k (t ′

i )

M∑
i=1

N∑
k=1

ξ 2
k (t ′

i )

× 100 (i = 1, . . . , M). (3.1)

Figure 9 shows that E(t ′
i ) (solid line) reaches the absolute maximum during the

sea-breeze phase (t ′ ∼= 0.380), while a second maximum is attained during the land-
breeze phase (t ′ ∼= 0.860). The two minima correspond, respectively, to the phase of
transition between land- and sea-breeze (t ′ ∼= 0.170) and between sea- and land-breeze
(t ′ ∼= 0.680), which is when the horizontal velocities are at a minimum. The time of
occurrence of the absolute maximum was delayed by ∼0.020 (∼30 min in the real
world) with respect to that of the maximum land temperature (dotted line). Notice
that this time delay did not take place for the second maximum recorded during
the land-breeze phase. A possible reason may be the slower reduction of the land
temperature during the cooling phase.

Information on the eigenmodes characteristics can be deduced by evaluating the
amount of kinetic energy retained by each mode in comparison with the total kinetic
energy of the flow field. A proper measure is the percentage relative energy ER(k),
defined as the ratio between the energy retained by the mode number k and the
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kinetic energy measured for the entire time duration of the thermal cycle:

ER(k) =

M∑
i=1

ξ 2
k (t ′

i )

M∑
i=1

N∑
k=1

ξ 2
k (t ′

i )

× 100 (k =1, . . . , N). (3.2)

Additional information can be obtained by evaluating the cumulative energy EC(k),
defined as the rate per cent between the amount of kinetic energy retained by the
modes up to the kth mode and, likewise for ER(k), the kinetic energy measured for
the whole time duration of the thermal cycle:

EC(k) =

M∑
i=1

k∑
j=1

ξ 2
j (t ′

i )

M∑
i=1

N∑
k=1

ξ 2
k (t ′

i )

× 100 (k = 1, . . . , N). (3.3)

ER(k)and EC(k), referring to the first 100 eigenvalues λk , k = 1, . . . , 100, are shown in
figures 10(a) and 10(b), respectively. Both figures show that the convergence was very
rapid. In fact, the first mode contains approximately 73% of the total energy of the
flow. Going to higher eigenvalues, the energy dropped rapidly. Notice that the first
three modes combined contain more than 90% of the energy, whereas nearly 95%
was associated with the first 12 modes. It is not surprising that such a large quantity
of energy is retained by the first modes. In fact, POD theory states that among all
linear decomposition methods, POD is optimal (in an energetic sense) in that for
a given number of modes it retains the most kinetic energy possible (BHL). As a
consequence, a low number (typically 4–5) of POD modes is sufficient for a good
description of a flow field. Similar deductions were drawn by Gordeyev & Thomas
(2000) in their investigation of a turbulent planar jet, and by Miozzi & Querzoli
(1996) in their study of a quasi two-dimensional convective flow. Therefore, the
notable result is that by making use of the modal decompositions in the eigenmodes
expressed by (2.3), it is possible to reconstruct the original velocity field by means
of a small number of POD modes. However, this statement must be treated with
caution, since, as will be shown later, the number of modes needed for a good quality
reconstruction of the flow field is strongly dependent on the phase of the thermal
cycle.
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Figure 11 depicts the vector representations of the first five modes {Ψk(xl, zh)}h=1,30
l=1,40 ,

k = 1, . . . , 5, obtained at each of the NN grid nodes; the time behaviour of the
associated modal amplitudes ξk(t

′
i ), k = 1, . . . , 5, i = 1, . . . , M are presented in figure 12.



Analysis of a laboratory simulation of land- and sea-breeze regimes 19

12

6

0

0

0.25 0.50 0.75 1.00 0 0.25 0.50 0.75 1.00

0 0.25 0.50 0.75 1.00

0 0.25 0.50 0.75 1.00

0 0.25 0.50 0.75 1.00

–6

12

6

0

–6

12

6

0

–6

12

6

0

–6

12

6

0

–6

(a) (b)

(d)(c)

(e)

t'

t'

t'

ξ1

ξ3

ξ5

ξ4

ξ2

Figure 12. Time series of the modal amplitude associated with the modes shown in
figure 11: (a) ξ1; (b) ξ2; (c) ξ3; (d) ξ4; (e) ξ5.

The first, most energetic, mode (k = 1) should correspond to the mean flow and, as
illustrated in figure 11(a), it was strictly related to the phases of land and sea breeze (cf.
figure 5a and 5e, respectively). We see from the figure that the first modal amplitude ξ1

(figure 12a) peaked at t ′ ∼= 0.380, i.e. during the maximum intensity of the sea breeze
(figure 5e). Also, ξ1 was positive during the sea-breeze phase (0.170 < t ′ < 0.630) and
negative during the land-breeze phase. In the latter case, the (negative) maximum
recorded at t ′ ∼= 0.852 was about a third of the (positive) maximum attained at
t ′ ∼= 0.380, as a result of the greater kinetic energy associated with the sea-breeze with
respect to the land-breeze circulation.

Comparing the pattern of the second mode Ψ2 (figure 11b) and the flow field taken
at t ′ = 0.659 (cf. figure 5g) reveals that Ψ2 was related to the phase of transition
between the sea and land breezes. This hypothesis is strengthened by analysis of the
time behaviour of the associated modal amplitude ξ2 (figure 12b), characterized by
a peak at t ′ ∼= 0.65. Notice that the other modal amplitudes associated with the ξ2

maximum were approximately zero.
The third mode (figure 11c) characterizes the phase of penetration of the sea-

breeze current (figure 5c). The vortex-like structures at x > 150 mm were related to
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those recognized during the phase of sea-breeze intrusion and front strengthening (cf.
figure 5d). For k = 4 and k =5 (respectively, figures 11d and 11e) the predominant
structures were associated mainly to convective activities. In fact, their modal
amplitudes (figure 12d and 12e) were always nearly zero, with the exception of
the time interval of the maximum bottom surface temperature (figure 4). For k � 6,
the eigenmodes and associated eigenvalues (not shown) had trends similar to those
observed for k = 5, suggesting that they were all related to the cellular convection
phase. However, the curves of the modal amplitude for k � 6 reveal that the importance
of such structures tended to be negligible as the mode number increased.

An alternative analysis of the relative importance of different modes at different
time instants is presented in figure 13, where the curves show the ratio:

EM (t ′
i ; a − b) =

b∑
k=a

ξ 2
k (t ′

i )

N∑
k=1

ξ 2
k (t ′

i )

× 100 (i = 1, . . . , M), (3.4)

for a =1 and b = 2 (solid line) and a = 3 and b = 20 (dashed line) are drawn.
It is apparent that the first two modes were always prominent except for the
time interval 0.160 < t ′ < 0.270, i.e. when convective cells reached their maximum
activity.

3.2.2. Reconstruction of the mean velocity fields via POD modes

In this subsection, the restored mean velocity fields obtained by the modal
decomposition in the eigenmodes expressed by (2.3) are compared to the original
(experimental) ensemble of velocity fields. As mentioned earlier, the effectiveness of
this approach is based on the assumption that the POD decomposition is optimal
for reconstructing any signal u(x, t) and that it is possible to reconstruct the original
vector fields by means of a small number of POD modes. The question then arises
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as to whether or not the number of POD modes needed to restore the shape of
the averaged velocity fields depends on the characteristics of the flow (i.e. on the
phase of the thermal cycle). A quantitative estimate of the differences between the
original and the reconstructed velocity fields can be given evaluating the percentage,
non-dimensional mean square error ε(t ′

i , k), defined as:

ε(t ′
i , k) =

〈[(
k∑

j=1

ξj (t
′
i )ψj (x)

)
− u(x, t ′

i )

]2〉

〈u(x, t ′
i )

2〉 × 100 (i = 1, . . . , M), (3.5)

and its time average εt (k). Figure 14(b), where εt (k) is depicted for k = 1, . . . , 200,
illustrates that 10 modes were sufficient to reconstruct the flow field with an average
error of 6% and that by using 40 modes the error dropped below 2.5%. However,
owing to the non-stationarity of the flow field, ε(t ′

i , k) depended strongly upon the
phase of the thermal cycle at which the modal reconstruction was performed. In fact,
figure 14(a) suggests that four well-defined regions, i.e. land- and sea-breeze regimes
and the two transition periods in between, characterized the ε(t ′

i , k) behaviour. In
particular, ε(t ′

i , k) attained a maximum within the time interval 0.417 < t ′ < 0.455, i.e.
during the sea-breeze phase, when both thermal convection and a gravity current
occurred. A second maximum took place during the maximum strength of the land
breeze (t ′ ∼= 0). We notice the strong oscillation of ε(t ′

i , k) during the convective phase,
when large convective cells slowly followed one another above the land surface. This
behaviour can be explained by the basic property of the POD, namely, the eigenmodes
of the correlation matrix R are the ‘most correlated’ in an average sense, but not at a
generic time instant. Figure 14(a) also shows that, during the sea-breeze phase, ∼40
modes were required to obtain an error of ∼20%, and that the number of modes
increased to ∼140 in order to obtain an error of ∼5%. On the other hand, during
the phase of cellular convection, ∼40 modes were sufficient to ensure that the error
was not greater than 5%.

An example of the modal reconstruction is presented in figure 15, where the
‘original’ velocity field taken at t ′ = 0.159 (corresponding to the phase of cellular
convection, cf. figure 5b) is rebuilt for k = 1 − 5, k = 1 − 10, k = 1 − 20 and k = 1 − 50
(figures 15a–15d). Notice that as k increases, so does the overall resemblance between
the reconstructed and the original field. During the transition phase between sea and
land breeze, the number of modes necessary to reconstruct the velocity field decreased
dramatically (figure 16a, b). Here, for k = 1 − 10 (figure 16b), the resemblance with
the original field (t ′ = 0.659, cf. figure 5g) is already apparent. This result is consistent
with the discussion of figure 13(a). Note that, in both cases, a further increase in
the number of modes decreases the differences between reconstructed and original
fields.

Finally, it is worth noting that the POD approach used in this section, known in
the literature as classical POD (Cordier & Bergmann 2002), is one of the two different
existing POD approaches, i.e. the classical POD and the snapshot POD (Sirovich 1987).
The former has proved to be well suited when the data are issued from experimental
techniques, and the latter when the data are taken from numerical simulations (Cordier
& Bergmann 2002). We repeated the analysis illustrated above by using the snapshot
POD and, not surprisingly, we found that the eigenfunctions exhibited characteristics
analogous to those carried out with the classical POD approach.
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4. Summary and discussion
The ‘pure’ LSB observable in the atmosphere in the proximity of shorelines was

produced in a laboratory experiment. A temperature controlled water tank was
used to reproduce the diurnal cycle of incident solar radiation and PTV has been
applied to evaluate the velocity field in a vertical section at the centreline of the
tank perpendicular to the coastline. A rack of thermocouples allowed acquisition of a
vertical profile of the fluid temperature in the proximity of the shoreline and further
inland. The experiment highlighted the dynamics of the various phenomena involved
throughout the entire cycle of warming and cooling of the land side. In particular,
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Figure 15. Reconstructed velocity fields at t ′ =0.159 as a function of the number of modes:
(a) 5 modes; (b) 10 modes; (c) 20 modes; (d) 50 modes. The measured field is shown in
figure 5(b).

the overall LSB circulation together with the genesis and inland penetration of the
front at the leading edge of the sea-breeze flow were described. The salient findings
of the present study can be summarized as follows:

(i) Rayleigh–Bénard cellular convection was detected during the first phase of
warming, as is the manner by which the sea breeze produced a strong decrease of the
kinetic energy inland. Furthermore, vortex-like structures, characterized by relatively
high turbulent kinetic energy levels, were observed in the wake of the sea-breeze front
and, based on previous experiments conducted by CMM, they might be associated
with Kelvin–Helmholtz billowing.
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(ii) Characteristics of the vortical large-scale structures in the velocity field were
revealed using the POD technique. To our knowledge, this is the first time that POD
has been applied to two-dimensional flow fields obtained by experimental simulations,
in particular, when varying with time thermal forcing is present. The analysis showed
that the convergence of the POD modes was very rapid. The first mode retained
approximately 73% of the kinetic energy, the first three modes captured nearly 90%
whereas 95% of the energy was contained in the first twelve modes.

(iii) It was shown that the first, most energetic, two modes were related to the phases
of sea and land breeze, according to the basic concept that the POD is well suited
to recognize the most energetic structures of the flow field. The other modes were
mainly associated with the convective activity that developed inland during the first
phase of warming. It should be noted that the rapid modal convergence of the POD
technique paves the way for the use of the Galerkin projection of the equations of
motion onto the first modes as an empirical basis well suited to capture the large-scale
dynamics of the flow (Aubry et al. 1988; Ukeiley & Glauser 1995; Ukeiley et al. 2001).
The truncated modes can be modelled as dissipation that affects the most energetic
scales.

(iv) The reconstruction of the instantaneous velocity fields via the modal
decompositions in the eigenmodes showed that the number of modes necessary
for a good approximation of the ‘original’ (experimental) flow patterns strongly
depended on the phase of the cycle. Although the time-averaged error had a steep
drop as the number of modes involved in the reconstruction increased, the value of
the instantaneous error showed a well-defined temporal behaviour with a maximum
attained at the sea-breeze phase as well as rapid oscillations during the cellular
convection. This is a consequence of the eigenmodes of the correlation matrix being
the most correlated structures in an average sense, but not at a generic time instant.
This should be kept in mind whenever the modes are used as bases of dynamical
systems.
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A question arises as to whether or not the model results are in dynamic similarity
with the full-scale phenomena. The similarity variables to be matched between the full-
scale and the laboratory simulation can be found by invoking the governing equations
of motion and thermodynamic energy. Following Ueda (1983), it is possible in the
framework of the linear theory to determine the dimensionless external parameters
and their effects on the scales of the LSB circulation. In particular, the following
dimensionless variables (with asterisks) are defined:

t∗ = tω, (x∗, y∗, z∗) = (x, y, z)/L, b∗ = b/bmax,

(U ∗, V ∗, W ∗) = (ω/bmax)(U, V, W ), p∗ =p/(bmaxL),

}
(4.1)

where ω =(2π)/tC indicates the angular velocity of temperature variation (i.e. the
angular velocity of the earth’s rotation), L =(ν/ω)1/2 the length scale associated
with the momentum diffusion (ν is the kinematic viscosity), (U ,V ,W ) the velocity
components in the (x, y, z)-axis, respectively, bmax the value of the maximum difference
between the sea and land surfaces of the buoyancy term b = gαθ (here, θ is the
deviation of the potential temperature from the basic state Θ) and p the static
pressure. In this context, L, ω−1 and bmax represent, respectively, the scales of length,
time and buoyancy.

For a two-dimensional LSB in the case of flat terrain and in the absence of
geostrophic wind, using the Boussinesq approximation and assuming a constant eddy
diffusivity for heat and momentum (ν and κ), Ueda (1983) obtained a linearized
set of non-dimensional equations for the deviations from the basic flow field in
which the key parameters were the Grashof number Gr = gαΓ L4/ν2 and the Prandtl
number Pr = ν/κ (here Γ =dΘ/dz is the basic lapse rate). Ueda (1983) analysed the
dependence of Gr and Pr on the strength and on both the horizontal and vertical
scales of the LSB and found that they can be expressed in the form:

Uref ∝ Gr−1/2Pr−2/3, xref ∝ Gr0.387, zref ∝ Pr−1/4, (4.2)

around a standard state of the atmosphere. Uref represents the maximum horizontal
velocity of the breeze current while xref and zref are defined as the distance from the
CL where U is greater than 50% of the value assumed at xCL and the depth of the
sea breeze, respectively. Ueda also found that the relations (4.2) hold true over a wide
range of variation of Gr and Pr (more than two orders of magnitude). This suggests
that the following non-dimensional variables:

U+ = U ∗Gr1/2Pr2/3, x+ ∝ x∗Gr−0.387, z+ ∝ z∗Pr1/4, (4.3)

are universal similarity parameters for the LSB circulation. They are useful for com-
paring field observations performed under different conditions, as well as laboratory
models with field observations.

Table 1 reports the values of the variables related to the present experiment and
those observed in a field campaign performed in the proximity of the shoreline near
Rome, Italy (Leuzzi & Monti 1997), complemented by numerical results obtained
by a numerical mesoscale model applied to the same region (Monti & Leuzzi 1999).
From the analysis of table 2, where the non-dimensional parameters (4.3) for the
two cases are reported, it can be observed that such quantities are in reasonable
agreement, even though non-negligible discrepancies in the velocity scale U+ and
the horizontal scale x+ are present. It should be noted that the values for the field
observation considered here were taken for a case in which geostrophic winds were
present (∼3 m s−1) rather than the ‘pure’ LSB simulated in the laboratory. Table 2
also reports the non-dimensional parameters (4.3) referred to in the data set of
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ω ν α Γ θmax L bmax

(rad s−1) (m2 s−1) (◦C−1) (◦Cm−1) (◦C) (m) (m s2) Gr Pr

Present 2.37 × 10−3 1 × 10−6 2.60 × 10−4 1 × 102 1.5 0.021 0.0038 49 604 6.3
experiment

Field 7.27 × 10−5 5 × 100 3.48 × 10−3 5 × 10−3 6 262 0.20 32 171 0.72
observations

Table 1. Main variables of the present experiment and field data (Leuzzi & Monti 1997).

U (m s−1) U ∗ U+ x (m) x∗ x+ z (m) z∗ z+

Present experiment 0.001 0.00062 0.47 0.6 38.1 0.61 0.015 0.71 1.13
Field observations 5 0.00181 0.26 20000 152.67 1.37 300 1.15 1.06
CMM 0.16 0.66 1.55

Table 2. Comparison among non-dimensional parameters (4.3) calculated for the present
experiment, the CMM experiment and for the field data of Leuzzi & Monti (1997).

CMM, in which the amplitude of the thermal cycle and the vertical gradient of the
ambient temperature were set to TC = 2 ◦C and ∂Ta/∂z = 0.05 ◦Cmm−1, respectively.
It is apparent that there is a discrepancy for the values of the velocity scale U+.
This disagreement is probably due to the small Reynolds number Re =UL/ν of
both the experiments (Re ∼= 15 for the present data set and Re ∼= 10 for the
CMM data set), mainly due to the limitation of the tank size, which gives rise to a
dependency of the velocity field on Re. In fact, the laboratory experiments performed
by Keulegan (1957) showed that the velocity of a gravity current head does not
depend on Re only for Re > 1000, a value impossible to attain with our experimental
set-up.

Another limitation of the experiment is related to the small Rayleigh number
achieved during the heating phase, Ra ∼ 3 × 103, i.e. several orders of magnitude less
than those typically observed in the atmosphere. This may explain the strong lessening
in TKE levels measured after the passage of the sea-breeze front, an event that does
not happen in nature. However, the Ra value of the laboratory experiment was large
enough to make the flow unstable, i.e. to cause cellular convection over land in the
morning hours.
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